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ABSTRACT 
 
 
This paper presents an experimental study of K* algorithm, which was compared with five classification 
algorithms of the top ten data mining algorithms identified by the IEEE International Conference on Data 
Mining (ICDM), which are C4.5, SVM, kNN, Naive Bayes and CART. The experimental results show a 
satisfactory performance of K* algorithm in comparison with these approaches. 
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ESTUDIO DEL COMPORTAMIENTO DEL ALGORITMO K * EN BASES DE DATOS INTERNACIONALES 
 

RESUMEN 

Este trabajo presenta un estudio experimental del algoritmo K*, el cual se comparó con cinco algoritmos de 
clasificación de los diez principales algoritmos de minería de datos identificados en la Conferencia 
Internacional IEEE sobre Minería de Datos (ICDM), los cuales son C4.5, SVM, kNN, Naive Bayes y CART. 
Los resultados experimentales muestran un rendimiento satisfactorio del algoritmo K* en comparación con 
estos enfoques.  

Palabras clave: Clasificación, algoritmo K*,experimental, precisión, datos. 
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1. INTRODUCTION 
Machine Learning [1] is a field of science that deals 
with the design of computer programs and systems 
that can learn rules from data, adapt to changes, 
and improve accuracy or performance with 
experience. Now, with these learning rules we can 
obtain many algorithms [2], such as Decision 
Trees, Support Vector Machines, K- Nearest 
Neighbor, naive Bayes and K*, that are used to 
classify a data set from real problems. 

 
The K* algorithm [2] is a classifier that uses entropy 
as a distance measure, as a stronger 
approximation to handling symbolic, real-valued 
attributes and missing values. This algorithm is an 
instance-based learner which uses such an 
evaluation. 

 
In this experiment, we wants to analyze the 
development of the K* algorithm versus five of the 
most important classification algorithms in the 
machine learning literature [2]. Those algorithms 
are: 
The Naives Bayes classifier algorithm [3], which is 
based on Bayes’s rule, which express two criteria, 
the probability of an event before evidence is seen, 
and the probability of an event after evidence is 
seen. This classifier is used for many reasons, for 
example, it is simplest to build, not needing any 
complex iterative parameter evaluation schemes. 

 
The Support Vector Machine (SVM)[2] finds the 
best function of classification to decide between 
elements of the two classes in the training set. SVM 
substitutes all missing values and changes nominal 
features into binary. In addition, this algorithm 
normalizes all features by default. 

 
The K- Nearest Neighbor (kNN) algorithm [5] is the 
basic instance based learners that use several 
domain particular function of distance to recover 
the only the most analogous case from the training 
set. The classification of the recovered case is 
given as the classification for the new case. 

 
The Classification and Regression Tree (CART) 
algorithm, created by Breiman [6], is a binary 
recursive partitioning method able of processing 
continuous and nominal features both as goals and 

predictors. This algorithm creates a sequence of 
nested pruned trees, where all of them are 
candidate optimal trees and add automatic class 
balancing, missing value handling, and allows for 
cost-sensitive learning, dynamic feature building, 
and probability tree estimation. 

 
The C4.5 algorithm was created by Ross Quinlan 
[7] to deal with datasets that contain numeric 
attributes, missing values and noise data. This 
algorithm generates a classifier expressed as a 
decision trees. This classifier takes as put in a 
collection of examples, every belonging to one of a 
little number of classes, described by its values for 
a permanent set of features, and outputs a 
classifier that can exactly predict the class to which 
a new example belongs. 
 
 
2. METHODS 
The K* algorithm was defined by Cleary et al[8], 
this algorithm uses Information Theory to calculate 
the distance between two instances with the K* 
function, defined as: 
K* (C|a) = −log2 P * (C|a)                                 (1) 
Where P(C|a) is the summation probability of an 
example of being in category C by summing the 
probabilities from a to each example that is a 
member of C[8]. 
 
This algorithm was implemented into the Weka 
3.6.10 software [8], in a class called “KStar”, into 
the Lazy classifiers package. WEKA (Waikato 
Environment for Knowledge Analysis) is Java-
based Machine Learning and Data Mining Tool that 
implements numerous classifiers [8]. Some 
researchers had used this algorithm in different 
studies, for example [9][10][11]. 
 
For the study of the accuracy of the classification of 
the K* algorithm and five of the most important 
classification algorithms (Naives Bayes, SVM, K-
NN with K values equal to 1, 3, 5; CART and C4.5), 
we selected sixteen data-sets from UCI Repository 
Database, taking into account the following 
characteristics: missing values, attribute type, noise 
data, imbalanced and mixed data (for more 
information of the data-sets, see table 1). 
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Table 1 Dataset information from UCI Repository Database 

DataSet Name Attribute
s 

Instance
s 

Classes Attrib. Type Missing 
Values 

Noise Imbala
nced 
data 

Mixe
d 

data 
audiology 69 226 24 Nominal Yes No No No 

autos 25 205 6 Numeric/Nominal Yes No No Yes 
breast-cancer 9 286 2 Nominal Yes No No No 
heart-statlog 13 270 2 Numeric No Yes No No 

ionosphere 34 351 2 Numeric No Yes No No 
iris 4 150 3 Numeric No Yes No No 

lymphography 18 148 4 Nominal/Numeric No No No Yes 
mushroom 22  8124  2  Nominal  No  No  No  No 

new-thyroid1  5  215  2  Numeric No  No  Yes  No 
pima 8  768  2  Numeric No  No  Yes  No 

primary-tumor  17  339  21  Nominal  Yes  Yes  No  No 
sonar  60  208  2  Numeric No  Yes  No  No 

soybean 35 683 19 Nominal Yes No No No 
vowel 989 14 11 Numeric//Nomina

l 
No Yes No Yes 

wine 13 178 3 Numeric No Yes No No 
zoo 17 101 7 Nominal/Numeric No Yes No Yes 

 
 
With those data-sets, the performance of accuracy 
of the classification of these classifiers were 
computed. 
 
Now, for the comparison of those classification 
algorithms, we used the Weka 3.6.10 software [12] 
to calculate the accuracy after applying ten-fold 
cross validation as an experiment type. The ten-fold 
cross validation [4] collected probabilities for 
instances in each test fold and sorted instances 
according to probabilities. 
 
For the statistical analysis [11], we used the 
Friedman test [13][14][15][16], that is a 
nonparametric equivalent of the ANOVA [11]. It 
ranks the algorithms for each dataset separately, 
the best performing algorithm getting the rank of 1, 
the second best rank 2,..., the Nth best rank gets N. 
This test was implemented in a free software, 
called Keel [17], which calculated the significant 
remainder of the different algorithms. 
 
 
 
 

 
3. RESULTS AND DISCUSSION 
For the analysis and comparison of the algorithm, 
we took into account the results of the accuracy of 
the classification of the algorithms after applying 
ten-fold cross validation as experiment type, see 
table 2. 
 
We carried out several studies using these results, 
such as studies of performance of the accuracy of 
the algorithms, with data-sets that contain missing 
values, noise data, imbalanced data and mixed 
data. We used the average rank method for ranking 
the algorithms from these results. 
 
We arrived to the conclusion that the K* algorithms, 
for the datasets with missing values (audiology, 
autos, breast-cancer, primary-tumor, soybean), had 
a normal performance on the accuracy of the 
classification. The average rank of the K* 
algorithms was 4.8, this average rank was better 
that 5-KNN and 3-KNN, see table 3. 
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Table 2 Accuracy of the classification of the algorithms 
DataSet 
Name 

K* Naive 
Bayes 

SVM KNN(1) KNN(3) KNN(5) CART C4.5

audiology 0.8032 0.7264 0.8077 0.7843 0.6797 0.6231 0.7425 0.7726 
autos 0.7201 0.5741 0.7134 0.7455 0.6723 0.6236 0.7465 0.8177 

breast-cancer 0.7373 0.727 0.6952 0.7285 0.7313 0.7400 0.7022 0.7428 
heart-statlog 0.7644 0.8359 0.8389 0.7615 0.7911 0.7989 0.7807 0.7815 
ionosphere 0.8464 0.8217 0.8807 0.871 0.8602 0.8510 0.8887 0.8974 

iris 0.9467 0.9553 0.9627 0.954 0.952 0.9573 0.942 0.9473 
lymphography 0.8508 0.8313 0.8648 0.8169 0.8174 0.8418 0.7721 0.7584 

mushroom 1 0.9576 1 1 1 1 0.9995 1 
new-thyroid1 0.9749 0.9794 0.9282 0.9842 0.9745 0.9717 0.9531 0.9652 

pima 0.7019 0.7575 0.7681 0.7062 0.7386 0.7386 0.7456 0.7449 
primary-tumor 0.3802 0.4971 0.4709 0.3991 0.4498 0.4732 0.4142 0.4139 

sonar 0.8511 0.6771 0.7660 0.8617 0.8376 0.8228 0.7072 0.7361 
soybean 0.8797 0.9294 0.9310 0.9120 0.9120 0.9012 0.9163 0.9178 

vowel 0.9868 0.6290 0.7061 0.9905 0.9699 0.9339 0.7961 0.8020 
wine 0.9893 0.9735 0.9848 0.9522 0.9623 0.9572 0.886 0.9284 
zoo 0.9603 0.9497 0.9605 0.9605 0.9261 0.9505 0.4061 0.9261 

 
Table 3 Ranking of the accuracy of the classification of the algorithms for the missing values 

DataSet 
Name 

K* Naive 
Bayes 

SVM KNN(1) KNN(3) KNN(5) CART C4.5 

audiology 1  6  2  3  7  8  5  4 
autos  4  8  5  3  6  7  2  1 

breast-
cancer 

3  6  8  5  4  2  7  1 

primary-
tumor  

8  1  3  7  4  2  5  6 

soybean 8  2  1  5.5  5.5  7  4  3 
Average 

Rank  
4.8  4.6  3.8  4.7  5.3  5.2  4.6  3 

 
For the datasets with noise data (heart-statlog, 
ionosphere, iris, primary tumor, sonar, vowel, wine), 
the K* algorithm had a good performance of the 
accuracy of the classification. The average rank of 

the K* algorithms was 4.625, being better that 
Naive Bayes, CART and C4.5, see Table 4. 
 
 
 

Table 4 Ranking of the accuracy of the classification of the algorithms for the data with noise 

DataSet 
Name 

K* Naive 
Bayes 

SVM KNN(1) KNN(3) KNN(5) CART C4.5 

heart-
statlog 

7 2 1 8 4 3 6 5 

ionosphere 7 8 3 4 5 6 2 1 
iris 7 3 1 4 5 2 8 6 

primary-
tumor 

8 1 3 7 4 2 5 6 

sonar 2 8 5 1 3 4 7 6 
vowel 2 8 7 1 3 4 6 5 
wine 1 3 2 6 4 5 8 7 
zoo 3 5 1.5 1.5 6.5 4 8 6.5 

Average 
Rank 

4.625 4.75 2.9375 4.0625 4.3125 3.75 6.25 5.3125 
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We carried out another study, with a dataset called 
“nursy”, which we divided in three data-set for the 
study of the performance of the noise data. We 

obtained the following result, the K* algorithm had 
the worst accuracy performance for this dataset, 
see Table 5. 

 
Table 5 Ranking of the accuracy of the classification for the “nursy” dataset 

DataSetName K* NaiveBayes SVM KNN(1) KNN(3) KNN(5) CART C4.5
nursy5 0.8208 

(7) 
0.8468(3) 0.8782 

(1) 
0.7580 

(8) 
0.8340 

(6) 
0.8447 

(4) 
0.8404 

(5) 
0.8743 

(2) 
nursy10 0.7578 

(7) 
0.8111 (3) 0.8327 

(1)) 
0.6890 

(8) 
0.7743 

(6) 
0.7884 

(5) 
0.8142 

(2) 
0.8107 

(4) 
nursyAll 0.9688 

(6) 
0.9029 (8) 0.9305 

(7) 
0.9814 
(2.5) 

0.9814 
(2.5) 

0.9814 
(2.5) 

0.9710 
(5) 

0.9948 
(1) 

Average 
Rank 

6.666 4.666 3 5.166 4.833 3.866 4 2.333 

 
The K* algorithm for the data-sets with mixed data 
(autos, lymphography, vowel and wine), had the 
best performance of the accuracy of the 

classification, with average rank of 2.25, see Table 
6. 

 
Table 6 Table Ranking of the accuracy of the classification for the data-sets with mixed data 

DataSetName K* NaiveBayes SVM KNN(1) KNN(3) KNN(5) CART C4.5 
autos 4 8 5 3 6 7 2 1 

lymphography 2 4 1 6 5 3 7 8 
vowel 2 8 7 1 3 4 6 5 
wine 1 3 2 6 4 5 8 7 

Average 
Rank 

2.25 5.75 3.75 4 4.5 4.75 5.75 5.25 

 
The K* algorithm for the data-sets (new-thyroid1 
and pima) with imbalanced data, had the worst 

accuracy performance of the classification, see 
table 7. 

 

Table 7 Ranking of the accuracy of the classification for the datasets with imbalanced data 

DataSetName K* NaiveBayes SVM KNN(1) KNN(3) KNN(5) CART C4.5 
new-thyroid1 2.5 2.5 8 1 4 5 7 6 

pima 8 2 1 7 5.5 5.5 3 4 
Average 

Rank 
4 1.25 4 3.5 2.75 2.75 3.5 3 

 
Now, we carried out a general study about the 
performance of the accuracy of the K* algorithm 
using the sixteen datasets of UCI Repository 
Database. 

Table 8 Average Rankings of the algorithms 

Algorithm Ranking 
K* 4.40625 

NaiveBayes 4.75 
SVM 3.25 
1-NN 4.15625 
3-NN 4.6875 
5-NN 4.4375 
CART 5.75 
C4.5 4.5625 

We used the Friedman test for ranking the 
algorithms and we obtained the following result: the 
K* algorithm had a good performance, being better 
than C4.5, CART, 5-NN, 3-NN and Naive Bayes, 
see Table 8. 
 
For this experimental study, the p-value computed 
by Friedman test is 0.256 and distributed according 
to chi-square with 7 degrees of freedom is 8.953, 
and it is express how similar to the best the 
algorithm. 
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We arrived to the conclusion that the K* algorithm 
hadn’t significant remainder with the five of the 
most important classification algorithms by have 
P-value = 0.256 >0.05. 
 
 
 4. CONCLUSIONS 
In the present article, we have analyzed and made 
comparisons of the K* algorithm versus five of the 
most important classification algorithms of the top 
ten data mining algorithms. We took into account 
datasets that contain missing values, noise data, 
imbalanced data and mixed data. Another 
comparison with the classification algorithms that 
we made took into account the sixteen datasets of 
the UCI Repository Database. The ten-fold cross 
validation and Friedman test was what allowed us 
to carry out the experimental study of the K* 
algorithm. The results of the experimental study 
demonstrated that the good performance of the K* 
algorithm taking into account five classification 
algorithms of the top ten data mining algorithms 
identified by the IEEE International Conference on 
Data Mining (ICDM). 
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